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FLIGHT-MEASURED HEA T TRANSFER AND SKIN FRICTION A T A

MACH NUMBER OF 5.25 AND AT LOW WALL TEMPERATURES*

By Robert D. Quinn and Frank V. Olinger
Flight Research Center

SUMMARY

Skin temperatures, shearing forces, and surface static pressures were measured
simultaneously on a test panel installed on the sharp-leading-edge upper vertical tail
of the X-15 airplane. The data were obtainedaf a nominal free-stream Mach number

of 5.25 and wall-to-recovery temperature ratios of 0. 218 to 0. 333. Th_ free-stream
Reynolds number had a nominal value of 1.54 x i06 per foot (5.05 × 10"per meter).
Turbulent heat-transfer coefficients and turbulent skin-friction coefficients were derived

from skin-temperature time histories and shearsforce measurements, respectively.

Also, Reynolds analogy factors were obtained_frpm the measured heat-transfer
coefficients and the shearing-stress measurements.

Skin-friction coefficients calculated by the theory of van Driest, Eckert's reference
enthalpy method, the Spalding and Chi method, and the adiabatic reference enthalpy
method were compared with experimentally determined values. The skin-friction
coefficients predicted by the Spalding and Chi method were in excellent agreement with
the measured data. The experimental Reyn_nalogy factors were compared with
values predicted by the methods of Rubesin, yon Ka_rm_n, and Colburn. The experi-

mentally obtained value of 1.4 was 14 percent to 25 percent higher than the calculated

values. Heat-transfer coefficients calculated by using a modified Reynolds analogy
between skin friction and heat transfer were compared with measured values. The
Spalding and Chi method together with a Reynoicis_ analogy factor of 1.4 predicted heat-
transfer coefficients that were in excellent agreement with the measured data. However,
when a more commonly used Reynolds analogy factor of 1.2 was applied, values
predicted by the theory of van Driest agreed best with the heat-transfer data.

INTR ODUC TION f

The importance of being able to predict turbulent skin friction and heat transfer for
the design of missiles and hypersonic and supersonic vehicles is well known. A large
number of empirical and semiempirical theories are available which can be used to

predict skin friction and heat transfer at high Mach numbers and low wall temperature
ratios. However, values predicted by the various theories usually differ substantially,
and, therefore, recourse to experiments must be made to determine the validity of the
theories. Unfortunately, data obtained from experiments have also differed. Further,



most of the experiments have been performed in wind tunnels, making it necessary to
extrapolate to flight conditions.

The X-15 airplane offered a unique opportunity to measure heat transfer and skin
friction under quasi-steady flight conditions at high Mach numbers and low wall-to-
recovery temperature ratios and thus allow a direct comparison between measured

flight data and calculated values. A considerable amount of heat-transfer data (refs. 1
to 6) and some skin-friction data (refs. 6 and 7) were obtained during the X-15 program.
The results from these X-15 measurements indicated that the level and rate of change
of turbulent skin friction and heat transfer with respect to ratios of wall-to-recovery
temperature were lower than predicted by the most widely used theories (for example,
Eckert's reference enthalpy (ref. 8) and the theory of van Driest (ref. 9)). However,
comparisons of the X-15 data with theory were not conclusive because of the uncer-
tainties of the boundary-layer-edge conditions (as a result of nonuniform flow) and
conduction losses. Recent wind-tunnel results reported in reference 10 tended to
confirm the X-15 flight results. However, other recent skin-friction and heat-transfer
measurements (refs. 11 and 12) are not in agreement with the X-15 data. Furthermore,
it has not been established (ref. 13) whether the differences between measured and cal-
culated heat transfer are due to deficiencies in the skin-friction theories or to the use

of improper forms of the Reynolds analogy factor, or both.

The present investigation was undertaken to determine the level of turbulent skin

friction, heat transfer, and Reynolds analogy factor at very low wall-to-recovery
temperature ratios. Consequently, skin friction and heat transfer were measured
simultaneously on a constant-pressure (uniform flow field) surface, and Reynolds anal-
ogy factors were derived from these measurements. The results of this investigation
and comparisons with prediction methods are presented in this paper.

SYMBOLS

The units used for physical quantities in this paper are given both in U.S. Custom-
ary Units and the International System of Units (SI). Factors relating the two systems
are presented in reference 14; those used in this paper are presented in appendix A.

A area of skin-friction-gage floating element, 7. 629 × 10 -4 ft 2
(7. 0873 × 10-5 m 2)

local skin-friction coefficient

Cf, i local incompressible skin-friction coefficient

Cp, w specific heat of skin material, IbmoRBtU (_)



F

i • II , _

shearing force measured by skin-friction gage, lb (hN)

gravitational conversion factor, 32.17
Ibm-ft

Ib-sec 2

H

II
R

Btuenthalpy,

boundary-layer-recovery enthalpy,

h H

geometric altitude,ft (m)

local heat-transfer coefficient based on enthalpy,
lbm

ft2-sec (m2klec)

J mechanical equivalent of heat, 778 --
ft-lb
Btu

K

M

radiation geometry factor, I. 0

Mach number

NRe

NRe,k

Nst

unit Reynolds number per foot (meter),

Pl V/Xk

local Reynolds number, -- _l

h H

local Stanton number, PlVl

pv
#

NSt, i

P

local incompressible Stanton number

total pressure, l_._b _h_..4__
ft 2

P absolute static pressure, l__.bb [h__'_
ft 2



q

m

dynamic pressure, ft21---_bh(____)

Reynolds analogy factor (see eq. (6))

T temperature, °R (°K)

T1R boundary-layer-recovery temperature, °R (°K)

time, sec

V velocity, ftsec (s--e'c-)

X distance from leading edge, ft (m)

x k flow length measured chordwise from boundary-layer trips to midway
between skin-friction gage and thermocouples, 2.52 ft (0. 767 m)

vertical-tail deflection with respect to free-stream flow direction, deg

5
W

skin thickness, 0. 0605 in. _-0. 001 (0. 1537 cm -_0. 00254)

emissivity of test surface, 0.76

recovery factor, 0.9

dynamic viscosity, ft-seelbm _7]('N-sec.)

density of air, lb....__m
ft 3

Pw
density of skin material, 515 ibm

ft 3

O" standard deviation

_ _ ...... _



(TS
Stef,-m-Boltzmann constant, 4.78 × 10 -13

(5.67 x 10 -8 w )m 2_oK 4

Btu

ft2-sec -° R4

r lb {hN 
shearing stress A' ft 2 _m2]

Subscripts:

av

l

_,V

ave rage

local

wall

free stream

DESCRIPTION OF EQUIPMENT

The experimental apparatus was installed on the upper vertical tail of the X-15
number 3 (X-15-3) airplane (fig. 1). A detailed description of the airplane is given in

18.08
(5.51)

10.70
(3.26)

I 1 /

Testarea

49.50(15.09)

Figure 1.- Sketch of the X-15 airplane. Dimensions in feet (meters).



reference 5. The vertical tail was a 5° half-angle wedge with a 30 ° swept sharp leading
edge. Boundary-layer trips consisting of spot welds 0. 125 inch (0. 318 centimeter) in

diameter, 0. 025 inch (0. 0635 centimeter) high, and 1.0 inch (2.54 centimeters) apart

were installed parallel to and 4.8 inches (12.19 centimeters) aft of the leading edge
(fig. 2).

4.8 IlL 19)
A A

Jettisonableshield _/

Boundary-layer trips rp leadingedge

Fuselagemold line

Leading-edgeradius

View A-A

Figure 2.- Sketch of upper vertical tail showing boundary-layer trips, test panel, and ]ettisonabh, shield

locations. All dimensions in inches (centimeters) unless otherwise noted.

The test panel was constructed of Inconel-X and was 0. 0605 inch ±0. 001

(0. 1537 centimeter ±0. 00254) thick. The panel was designed to maintain a flat surface

during the test and was installed on the right side (piloUs right) of the vertical tail at

the approximate location shown in figure 2. A photograph of the test panel installed on

the vertical tail is shown in figure 3(a). To provide access to the instrumentation, a

removable panel was installed on the left side (directly opposite the test panel) of the
verticaI tail.

To obtain the desired wall-to-recovery temperature ratios and to assure an iso-

thermal test surface when the airplane reached the desired speed and altitude, it was

necessary to insulate the test panel during the initial phase of the flight profile. Con-

sequently, an insulating cover was installed over the test area as shown in figure 2. A

photograph of the jettisonable shield installed on the vertical tail is shown in figure 3(b).

At a predetermined speed and altitude the cover was jettisoned, instantaneously (50 nail-
liseconds) exposing the test surface to the airstream, at which time data were obtained.

Since the panel opposite the test panel (access panel) was exposed to aerodynamic

heating during the entire portion of the flight, a radiation shield was placed between the
test panel and the access panel to insulate the test panel and instrumentation from
internal radiation.



(a) Test panel.installed on vertical tail.

(b) Jettisonable shield installed on vertical tail.

Figure 3.- Photograph of vertical tail showing test panel and/ettisonable shield.
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INSTRUMENTATION

The test panel was instrumented with thermoeouples, static-pressure orifices, told

a skin-friction gage as shown in figure 4. Outputs from the thermocoupleS, pressure

transducers, and skin-friction gage were recorded on tape by a pulse code modulation
(PCM) data-acquisition system at a rate of 50 samples per second. The accuracy of

the PCM system was _0.3 percent of full scale. The individual instruments are dis-

cussed in the following sections.

3.0(7.62)_ [--- --"[ 16.0

Spanwisethermocoup,erow_ L __I_':__, _Sharp,eadingedge

_./_ _---_ _ /-Boundary-layertripsl

Skin-friction gage _ T

-----xk--'- • ] 40.0

)0.2__ .. _ (101I.60)
d_

(76.71)

{a) Location of test panel and instrumentation.

- Thermocouplesusedin Reynoldsanalogy

and heat-transfer analyses

-I-_-r- . 7-- _ T _

/I , -Y--

LStatic-pressure orifice

,_ 24.5 (62.23)

+
5.0

(12.70)

(b} h_strumented test panel.

Sensitive axis-_

_ Flowdirection

i[ / Floating element

___ , I, (_ ........ _0.0605 (0.1537)

\ f

mermocoupm --<'_--.111 i lily boss)
.. , J ] t\ Thermocouple(on mounting

U _-Cooling jacket

(c) Skinfriction-gage #zstallation.

Figure 4.- Location and installation of instrumentation. Dimensions in inches (centimetcrsJ.



Skin-Friction Gage

The skin-friction gage used in this experiment was a commercially developed
liquid-cooled force balance. The floating element (fig. 4(c)) was kept centered by elec-
tromagnets, and any force attempting to displace the floating element along its sensitive
axis was countered by an increase in voltage to the electromagnets. The voltage nec-
essary to keep the element centered was record e_d and converted to shearing force by
an appropriate calibration. The floating element did not protrude above and was less
than 0. 0005 inch (0. 00127 centimeter) below the surface of the gage body at room
temperature. The space between the floating element and gage body was uniform and
less than 0. 001 inch (0. 00254 centimeter) with power applied to the gage. Detailed
descriptions of the skin-friction balance and the cooling system used to keep the balance
within design limits are given in reference 7.

To obtain a good measurement of the shearing stress the skin-friction balance must
be mounted with its sensitive axis parallel to the flow direction. Motion pictures ob-
tained from an oil-flow study of the surface flow on a 1/50-scale model of the X-15 air-

plane at the NASA Langley Research Center showed that, for the angle of attack (ap-
proximately 3°) of this experiment, the flow was in the chordwise direction (parallel to
the centerline of the aircraft). The skin-friction gage was mounted accordingly
(fig. 4(c)). The exposed surface (surface exposed to the airstream) of the gage was
mounted flush (within +0. 0001 inch (_0. 000254 centimeter)) with the exposed surface of
the test panel, and the space between the gage and the test panel was less than
0. 0001 inch (0. 000254 centimeter). As shown in figure 4(c), thermocouples were in-

stalled on the gage body, cooling jacket, and panel boss directly beneath the edge of the
exposed surface of the gage. The thermocoupieS on the gage body and cooling jacket
were used to determine if the cooling system was operating and that the temperature of
the gage body stayed within design limits. The thermocouple on the boss was installed
to measure a temperature as near the exposed surface of the gage as possible.

Thermoeouples

Ten 22-gage chromel-alumel thermocouple_ were spot-welded to the inner surface
of the test panel at the locations shown in figure 4(b). Seven thermocouples were in-
stalled spanwise at 0.5-inch (1.2T-centimeter) intervals and 3 inches (7.62 centimeters)
in front of the skin-friction gage. These thermocouples were installed in this manner
to detect any spanwise conduction losses. The other thermocouples fore and aft of the
skin-friction gage were used to check the uniformity of the chordwise temperature dis-
tribution.

Pressure Orifices

Three surface static-pressure orifices were installed flush with the surface of the
test panel at the locations shown in figure 4(b). The pressure orifices had an inside
diameter of 0. 125 inch (0. 318 centimeter) and were connected to transducers mounted
directly behind the test panel. Thermocouples were installed on the transducers to
determine if their temperatures stayed within design limits.

9



C C:T__LDE: T--_L'.L---

DATA REDUCTION

The shearing force measured by the skin-friction gage was reduced to the shearing
st:_ess by using the following equation:

F
T = _- (1)

where A is 7.629 x 10-4 ft2 (7.0873 × 10 -5 m 2) and is the area of the floatingelement

of the skin-friction gage.

The shearing stress was reduced to the skin-friction coefficient by using the equa-
tion

(2)

where the local density PZ and the local velocity V t were computed from the measured

static pressure together with the calculated total pressure behind the leading-edge
oblique shock wave. The total pressure behind the leading-edge shock was computed

assuming free-stream conditions in front of the vertical tail and neglecting the sweep
angle (ref. 3).

The measured heat-transfer coefficients were obtained from the following thin-skin
heating equation (ref. 4):

dT w
PwCp, wbwd--_ - + aseKTw 4

h H = (3)
(HR - Hw)

This equation neglects internal radiation and conduction losses. A radiation shield was
installed behind the test panel; therefore, radiation losses were negligible. Data from
the thermocouples on the test panel showed that there were no conduction losses during
the test.

The experimental Stanton number was determined by using the following relation-

ship:

h H
= (4)

NSt plVl



Assuming that total enthalpy is constant, the recovery enthalpy may be computed

from the relationship 2
V ° _ Vl2 V/2

= + ÷
HR Hoo 2gJ _?_ (5)

where

Hoo = f(Too, P_o) (ref. 15)

H w = f(Tw, p/) (ref. 15)

=0.9

dT
W

The skin heating rates dt were graphically determined by making plots of wall

temperature versus time, fairing a curve through the data, and determining the slopes
by means of a front-surfaced mirror. Skin heating rates were determined in this man-
ner for data obtained from the three thermocouples near the center of the panel and
3 inches in front of the skin-friction gage. (See fig. 4(b). ) Therefore, three values of
the skin heating rates were obtained for each time at which heat-transfer coefficients
were derived. These values agreed within =_1R deg/sec (_0. 556 K deg/sec). The aver-
age of these three values was used in equation (3) to obtain the measured heat-transfer
coefficient.

The density Pw of Inconel-X is a constant 515 lbm/ft 3 (8250 kg/m3). The specific
Btu

heat Cp, w was obtained from reference 16 and varied from 0. 102 lbm OR

4.26 × 102 k °K to 0. 113 lbm OR .72 × 102 for the test conditions of this

experiment. The emissivity _ of the test surface had a nominal value of 0.76 (ref. 17),

and the skin thickness 5w of the test panel was 0. 0605 inch _:0. 001 (0. 1537 centimeter

i0. 00254).

Heat transfer can be related to skin friction by a Reynolds analogy factor as follows:

Cf
Nst = s-_-

or

h
H _s T_/_g__

PlVl plV12

Therefore

2Nst hHV /

Cf _-g
(6)



where h H and T are the measured heat-transfer coefficient and shearing stress,

respectively, and V l is the calculated local velocity.

Equation (6) was used to obtain the experimental Reynolds analogy factor.

ACCURACY

The accuracy of the measured skin friction, heat transfer, and Reynolds analogy
factor is analyzed in appendix B. The results of this analysis are summarized in the
following tabulation:

a T

T

acf

Cf

ah H

h H

aNst

NSt

as

........... ±4 percent

±9.3 percent

......... ±5.1 percent

-- . ......... ±9.1 percent

±6.8 percent

TEST CONDITIONS

The X-15-3 airplane was launched from a B-52 carrier aircraft at 45,000 feet

(13,700 meters) altitude, climbed under power to the desired speed and altitude, was
throttled back and maintained at near-constant flight conditions until burnout, and then
glided to a landing at Edwards Air Force Base, Calif. When the specified speed and

altitude were reached and quasi-steady conditions obtained, the insulating cover over
the test panel was jettisoned and data were obtained during the 10-second period prior
to fuel depletion.

Time histories of free-stream Mach number, free-stream dynamic pressure, and
altitude are shown in figure 5. The shaded portion of the flight profiles indicates the

quasi-steady period after the shield was jettisoned during which the data were obtained.
All pertinent flight parameters for this period are listed in table I. The measured wall

temperatures, shearing stresses, heat-transfer coefficients, and surface static pres-
sures together with other pertinent calculated local flow parameters are listed in
table II. Heat-transfer and skin-friction coefficients were derived at free-stream Mach

numbers of 5.19 to 5.33, free-stream Reynolds numbers of 1.57 × 106 per foot
(5.15 × 106 per meter) to 1.51 x 106 per foot (4.95 × 106 per meter) and wall-to-

recovery temperature ratios of 0. 218 to 0. 333.

lo I III II
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RESULTS AND DISCUSSION

Local Flow Conditions

Surface static pressures were measured at three locations on the test panel

(fig. 4(b)). An average value of the three measured static pressures was determined

for each time at which heat-transfer coefficients were derived. These average values
were used in the data analyses and are tabulated in table II. The other pertinent local

flow parameters were computed from the average measured static pressures together

with the calculated total pressure behind the oblique shock wave. The total pressure

was computed by the procedure discussed in the DATA REDUCTION section. The flow

length x k used to compute the local Reynolds numbers tabulated in table II had a value

of 2.52 feet (0. 767 meter) and was measured from the boundary-layer trips I to midway

between the spanwise row of thermocouples and the skin-friction gage (fig, 4(a)).

Skin Friction

The experimental skin-friction coefficients divided by the calculated incompressible
skin-friction coefficients are plotted in figure 6(a) versus ratios of wall-to-recovery

temperature. The incompressible skin-friction coefficients were computed by the

IThe virtual origin of the turbulent boundary layer was assumed to be at the boundary-layer trips. The po_ibility that

the virtual origin may have been located aft of the trips is discussed in appendix C.
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Karman-Schoenherr skin-friction equation (ref. 18). The measured data show prac-
tically nc variation with change in temperature ratio for the limited range of wall
temperatures covered in this experiment and are in fair agreement with previous
measurements obtained on the X-15 airplane (ref. 7). Also shown in figure 6(a), for
comparison, are skin-friction values predicted by the theory of van Driest (ref. 9),
the Spalding and Chi method (ref. 19), the reference enthalpy method (ref. 8), and the
adiabatic reference enthalpy method (ref. 4). The values calculated by using the theory
of van Driest and the reference enthalpy method are 12 percent to 24 percent higher than
the measured data, whereas values calculated by using the adiabatic reference enthalpy
method are approximately 24 percent lower than the measured data. However, the
values predicted by the Spalding and Chi method are in excellent agreement with the
measured skin-friction coefficients.

The effect of a possible step temperature at the skin-friction balance was consid-

ered in the analysis of the data. Temperatures obtained from the thermocouples along
the length of the test panel showed that the surface was isothermal during the test.
However, it was not possible to measure directly the temperature of the exposed sur-

face of the gage. In an attempt to estimate the temperature of the exposed surface, a
thermocouple was placed on the boss just beneath the edge of the surface of the gage
(fig. 4(c)). The temperature of the boss is believed to be a reasonable approximation
of the surface temperature of the gage because the boss is in direct contact with the
cooling jacket and, therefore, has a high rate of conduction loss which tends to com-
pensate for the high heat-storage capacity of the skin-friction gage. A temperature
difference between the boss and the test surface of 50 R° (27.8 K°) was measured
5 seconds after the shield was jettisoned. Five seconds later, the temperature differ-
ence was 100 R ° (55.6 K°). A step temperature of 50 R° (27.8 K °) would have a negli-
gible effect on the measurements (ref. 20). Therefore, the initial five data points in
figure 6(a) are considered to be free from any appreciable step-temperature effects.
Whether or not a step temperature of 100 R° (55.6 K°) would significantly affect the
data is questionable. However, the measured heat-transfer coefficients (discussed in
a subsequent section) which were not subjected to any temperature discontinuity show
essentially the same variation with wall temperature as do the skin-friction
measurements. Since it is reasonable to expect the skin friction and heat transfer to
have the same variation with wall temperature, it would appear that the temperature
discontinuity that did exist during the test at the skin-friction gage was not sufficient
to have any discernible effect on the shearing-force measurements.

Reynolds Analogy Factor

Most turbulent heat-transfer methods are based on some form of Reynolds analogy
between skin friction and heat transfer. Consequently, once a skin-friction equation is
selected, a Reynolds analogy factor is needed in order to calculate a heat-transfer

coefficient. The determination of a Reynolds analogy factor has been the subject of
considerable investigation but has still not been resolved (refs. 6 and 11 to 13).

Comparisons between experimental and calculated Reynolds analogy factors are
shown in figure 6(b). The experimental Reynolds analogy factors were derived from
measured heat-transfer coefficients, measured shearing stresses, and calculated local
velocities by using equation (6). The theoretical values are those most commonly used
in heat-transfer analyses and were calculated by the methods of Rubesin (ref. 21),
Ka/rma_n (ref. 22), and Colburn (ref. 23). The KaZrma_n and Colburn forms of the

14 _Cn_T .... :TUL'.Z--
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Reynolds analogy factor were extended to compressible flow as explained in refer-
ences 13 and 8, respectively. As shown, the experimental Reynolds analogy factor has
a value of approximately 1.4, which is 14 percent to 25 percent higher than the cal-
culated values. The variation of the measured data with the ratio of wall-to-recovery
temperature shown in figure 6(b) is not considered significant, since it is within the
accuracy of the measurements.

Heat Transfer

Experimentally determined Stanton numbers divided by calculated incompressible
Stanton numbers are plotted versus wall-to-recovery temperature ratios in figures 6(c)
and 6(d). The incompressible Stanton numbers were computed from the Ka_rm_n -

Schoenherr flow equation (ref. 18) by using a modified Reynolds analogy between skin
friction and heat transfer. As can be seen, the measured heat transfer shows essen-
tially the same variation with temperature ratio as obtained for the skin-friction
measurements. Also shown in figures 6(c) and 6(d) are the normalized Stanton numbers
predicted by the skin-friction theories of van Driest (ref. 9), Spalding and Chi (ref. 19),
Eckert's reference enthalpy (ref. 8), and the adiabatic reference enthalpy (ref. 4) using
Reynolds analogy factors of 1.4 and 1.2 for both the compressible and incompressible
calculated Stanton numbers. Figure 6(c) shows the values obtained from these theories
by using the experimentally determined Reynolds analogy factor of 1.4. As can be
seen, values predicted by the Spalding and Chi method are in excellent agreement with
the measured data, whereas values calculated by using the theory of van Driest and
Eckert's reference enthalpy method are 9 to 25 percent higher than the measured data.

Although this experiment showed the Reynolds analogy factor to have a value of
approximately 1.4, it is of interest to know how the various theories would compare
with the measured data if a more generally accepted value of the Reynolds analogy
factor were used. Consequently, the calculated values were compared with the
experimentally determined Stanton numbers, assuming a Reynolds analogy factor of 1.2.
These comparisons are presented in figure 6(d). As shown, the values predicted by
the theory of van Driest and Eckert's reference enthalpy method are in fair agreement
with the measured data. This result is not in agreement with previous X-15 heat-
transfer results (for example, ref. 4) which showed the data to be 20 to 30 percent
lower than the values predicted by the theory of van Driest and the reference enthalpy
method. There are several possible reasons why the present heat-transfer
measurements are higher than the previous X-15 results. First, the previous measure-
ments (refs. 1 to 4) were compared with theory using the Blasius resistance formula,
whereas the present analysis utilized the Ka_rmaZn-Schoenherr equation. For the con-
ditions of this test, the use of the Blasius formula would decrease the normalized

[ Nst 
measured Stanton numbers kNst 'i ] by 7 percent. Second, most of the previous data

were measured on surfaces with blunt leading edges, which made it difficult to estab-
lish the boundary-layer-edge conditions. Third, conduction and internal radiation
losses were known more accurately for the present test; and, fourth, the present data
were obtained at lower ratios of wall-to-recovery temperature than the previous data.
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C ONC LUSIONS

An investigation of the turbulent boundary layer on a constant-pressure surface at
a Mach number of 5.25 and at low wall-to-recovery temperature ratios led to the fol-

lowing conclusions:

1. The skin-friction coefficients predicted by the Spalding and Chi method were in
excellent agreement with the measured data, whereas values predicted by the theory of
van Driest and EckertVs reference enthalpy method were higher than the measured data.

2. The experimentally determined Reynolds analogy factor of 1.4 was 14 percent to
25 percent higher than the theoretically predicted values.

3. Stanton numbers calculated by using the Spalding and Chi theory were also in
excellent agreement with the measured data when the experimental Reynolds analogy
factor of 1.4 was used. However, when a Reynolds analogy factor of 1.2 was used,
values predicted by the theory of van Driest agreed best with the heat-transfer
measurements.

Flight Research Center,

National Aeronautics and Space Administration,

Edwards, Calif., August 19, 1969.



CONVERSION OF U.S. CUSTOMARY UNITS TO SI UNITS

The International System of Units (SI) was adopted by the Eleventh General Confer-
ence on Weights and Measures, Paris, October 1960, in Resolution No. 12 (ref. 14).
Conversion factors for the units used herein are given in the following table:

Physical quantity

Area

Density I
Dynamic viscosity J
Enthalpy
Shearing force

Shearing stress 1Pressure
Heat-transfer

U.S. Customary
Unit

ft 2

lbm/ft 3

lbm/ft-sec
Btu/lbm
Ib

lb/ft 2

lbm/ft 2-sec

Conversion factor I

0. 0929

16.02
1. 488
2.32 × 103
4.448 × 10 -2

0. 4788

4. 883
coefficient

Length

Specific heat
Temperature
Velocity

ftln.

Btu/lbm- °R
oR
ft/sec

0. 3048
2.54
4.18 × 103

0.556
0.3048

SI Unit

2
in

kg/m3 o
N-see/m a

J/kg
hN

hN/m 2

kg/m 2-sec

In

cm

J/kg- °K
oK
m/sec

IMultiply value given in U.S. Customary Unit by conversion factor to obtain equivalent value in SI Unit.

Prefixes to indicate multiple units are:

Prefix

milli (in)

centi (c)

heeto (h)

kilo (k)

Multiple

10-3

10 -2

102

103



APPENDIX B

ERROR ANALYSIS

Estimated Errors

The most probable error in the measured data was estimated by using the concept
of a limit error. In combination with a Gaussian distribution, the most probable error

(ref. 24) is equal to the standard deviation a and represents the deviation for which
the probability of being exceeded is 0.32. The standard deviations (_ of the quantities
used in this analysis are given in the following table:

Quantity Limit error (3a) Standard deviation (a)

dT
W

dt

T w

tt
W

5w

T
oO

H
oO

V
oO

C
p,w

M

Poo

P
oo

6

Pl

Pl

T

V l

0 l

+2.0 R°/sec (+1.11 K°/sec)

+12 R ° (±6.67 K °)

i0.67 R °/sec (±0. 372 K°/sec)

±4 R ° (±2.22 K°)

±0.97 Btu/lbm (=_0. 225 kJ/kg)

=L1.6 percent

±1 percent

±1 percent

±1.4 percent

±3 percent

±1.5 percent

_=9.3 percent

• 10 percent

• 7.4 percent

J=10 percent

±7 percent

• 4 percent

±2.1 percent

17.2 percent

dT
W

The skin heating rates dt were graphically determined as described in the

DATA REDUCTION section. Numerous determinations of the slopes by the graphical
method have shown that the maximum error in the slopes was *2.0 R°/sec (±1.11 K°/sec).

Consequently, this value was taken as the limit error (3a) for the skin heating rates.
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The error in skin thickness was determined from actual measurements of the test

panel. The values of _T , CrV¢¢, aM_, (_P_o' and _p were obtained from refer-

ences 25 and 26. The values for aI_i,,,,, and {TH_ were determined by using CrT--'wand

_T together with reference 15. The errors in emissivity a{, shearing stress aT,

and specific heats _Cp,w were obtained from references 16, 7, and 27, respectively.

N
The local static pressure was measured by absolute 0 to 5 psi (0 to 3.45 x 10 -6 c--_)

transducers with an accuracy of ±1 percent of full scale. The local total pressure was
computed from the total-pressure ratio across an attached oblique shock together with
the free-stream total pressure. The total-pressure ratio was assumed to be correct,
and, therefore, the local total pressure has the same percentage errors as the free-

stream total pressure. The local total-pressure error {_p and local static-pressure
t

error ap _ were used in conjunction with the appropriate isentropic relationships
and .

(ref. 28) to obtain _Vl {rpL

Total Errors in Cf, hH, NSt , and s

The logarithmic differentials of equations (2), (3), (4), and (6) were determined,
and the fractional standard deviation for each quantity was combined as an independent
error (ref. 29) according to the following equations:

/aCf_ 2 2 + 2 (4)(aV/_2

\.z/ \-T/ (B1)

/ dTwX2

\hH/ \ _ / + N Z ] \ p,w!

\dt /

+

(B2)
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where

A = PwCp,wSw

dT
w CTw 4Z :A-_-7 +a S

2
V l

H R =H l + _?_ _ Hoo

2
V

+0.9 _°
2gJ

\Nst/ \hH/ . _Plz + \Vl/

(B3)

__:>..?+:ov:?
(B4)

By using the preceding equations, errors were computed for each time at which

heat-transfer coefficients were derived. The variation in the errors from time
83.8 seconds to 92.8 seconds was insignificant. Consequently, only one error for each
quantity is listed in the ACCURACY section,
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APPEND_ C

DETERM_ATION OF THE VIRTUAL ORIG_ OF THE
TURBULENT BOUNDARY LAYER

This experiment was originally designed to be performed at a dynamic pressure of
1600 lb/ft 2 (76.6 hN/m2). However, because of structural problems with the vertical
tail, the dynamic pressure was limited to 1200 lb/ft 2 (57.5 hN/m2). Because of this

lower dynamic pressure and corresponding lower Reynolds number, the effectiveness
of the boundary-l_yer trips was questionable. Consequently, heat-transfer coefficients

were computed by using data obtained from the thermocouples shown in figure 7.

The Stanton numbers obtained from these thermocouples are plotted in figure 7
versus distance from the leading edge. As can be seen, data from the most forward
thermocouple show that the flow was initially turbulent and gradually changed to tran-
sitionaI. The data from the next thermocouple show some variation with time, but

appear to be turbulent. The data from the thermocouples used in the heat-transfer and
skin-friction analyses are also turbulent and show no appreciable variation with time.
It should be noted that, although the latter data appear to be turbulent, there is not
sufficient information to establish definitely that there was fully developed turbulent
flow (ref. 30) and that the measurements were not obtained in the region of peak heating
that occurs near the end of transition (ref. 13). However, on the basis of the data
shown in figure 7, it is probable that the virtual origin is located somewhere between
the trips and the first thermocouple on the test panel.

A commonly used point for the virtual origin is the end of laminar flow (ref. 31).
To determine the end of laminar flow for the present test, the data presented in fig-

ure 7 were used in the following analysis. The data from the second thermocouple
station were assumed to be the beginning of fully developed turbulent flow for times
91.8 seconds and 92.8 seconds after launch. A straight line was drawn from the
turbulent data through the two transitional points obtained from the forward thermo-
couple station. The intersection of this line with the laminar theory line (point A) was
taken as the end of laminar flow for times 91.8 seconds and 92.8 seconds after launch.

For times 83.8 seconds to 90.8 seconds after launch, the beginning of turbulent flow

was assumed to be at the forward thermocouple station. A straight line was drawn
through the forward turbulent data parallel to the previously drawn line. The inter-
section of this line with the laminar theory line (point B) is the assumed end of laminar
flow for all but the last 2 seconds of data. It may be noted that the length of transition
obtained by this procedure is in agreement with the results of reference 31 which, in
turn, were in agreement with Cole's work (ref. 32).

The data in figures 6(a), 6(c), and 6(d) are based on a flow length measured from
the boundary-layer trips and would change by only approximately 2 percent if the flow

length were measured from the location represented by point B in figure 7. Conse-
quently, no corrections were made.
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Figure Z- Heat-transfer distribution on test panel show#t_ estimated location of transition.

NRe, Z = 1.65 x 106 per ft (5.41 x 10 v per m).
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TABLE I.- FLIGHT PARAMETERS

t_ a

sec

M
oo

P
90

lb/ft 2 hN/m 2

83.8 5. 19 62 29.7

84.8 5.20 61 29.2

85.8 5.22 61 29.2

86.8 5.24 61 29.2

87.8 5.25 60 28.7

88.8 5.27 59 28.2
89.8 5.30 59 28.2

90.8 5.33 59 28.2
91.8 5.33 59 28.2

92.8 5.33 58 27.8

°R

405

405

405

405

405

406
406

406

406
406

T
oo

°K

225

225

225

225

225

226
226

226

226

226

per ft

1.57×

1.55

1.56

1.56

1.54

1.54

1.54

1.54

1.54

1.51

106

per m

5. 15 x 106

5.09

5, 12

5. 12

5.05

5.05

5.05

5.05

5.05

4.95

aTimes after launch at which heat-transfer and skin-friction coefficients were derived.

Note: Jettisonable shield was released 82.6 seconds after launch.

6v, eff'

deg

0.7

.7

.7

.7

.7

.7

.7

.7
.7

.7
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